
(3) Function Vectors cause performance of a task when applied in new settings

LLMs represent 
ICL functions 

as vectors.
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Input: "Italy, Russia, China, Japan, France"
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amount:cantidad, win:ganar, dreams:

arrive:depart, small:big, common: rare

sueños

Demonstrations Query Prediction

amount:cantidad, win:ganar, dreams:

arrive:depart, small:big, common: rare

sueños

Demonstrations Query Prediction

arrive:depart, small:big, common: rare

Task prompt Prediction

Patch one attention head output

bright: fragile, lost:narrow, fast: slow

Shuffled prompt Target prediction

The word “daily”, meansPrompt:
“every day”.\n\nTheGPT-J
“tou les jours”,GPT-J + English-French FV

When you think of Netherlands,Prompt:
You probably think of tulips, windmills, and 
cheese. But the Netherlands is also home to… 

GPT-J

You think of Amsterdam. But there are many 
other cities in the Netherlands. Here are some…

GPT-J + Country-Capital FV

(1) We patch activations to localize 
function vectors that identify a task

(2) A small number of attention heads 
transport these ICL-specified functions

In-context learning can induce 
function-like behavior in LLMs.

How do LLMs represent an ICL task?
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